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Abstnd-The effect of JI'llin boundary sliding on steady state creep of polycrystalline metals is analyzed
by modelill& the grain structure by an infinite tw<Hiimensional array of regular hexagons in plane strain. A
pure power-law relation is assigned to the grains and a Newtonian viscosity to the grain boundaries. The
finite element method is used to approximately solve the resulting nonlinear boundary value problem. In
this way, the overall stress-strain rate relation of the polycrystal is determined, and the contnbution to total
strain rate due to grain boundary sliding is calculated for various values of the hardening exponent. The
results are compared with those of all other existing models.

I. INTRODUCTION

Numerous experiments on polycrystalline metals have convincingly demonstrated that at
sufficiently high temperatures or at sufficiently low rates of deformation, resistance to slippina
across the grain boundaries is low compared to resistance to plastic deformation in the interior
of the arains[l-4]. Of great importance to enaineering materials is the contribution of grain
boundary slidina to total strain rate durina steady creep of polycrystalline metals at high
temperatures. We consider the range in which creep strains are of the order of 10-2; that is,
they are large compared to elastic strains (typically of the order of 10....), but yet they and their
time derivatives are sufficiently small so that the small strain theory can be used. In this regime
a pure power-law relation between strain-rate, E, and stress is often found to characterize the
behavior of metals quite well. On a log E vs log 0' plot the power-law relation should give a
straight line. However, a frequently observed characteristic feature of these plots is that they
h!1ve an S-shaped portion[2-4l, as shown schematically in Fig. 1. This phenomenon can be
explained in terms of grain boundary sliding as follows. Assume that the material inside the
grains satisfies the power-law relationship

E (0')';;; = 0'0 (1)

where n is the hardening exponent of the material and 0'0 and Eo are constants. At very low
strain rates the resistance to deformation of the grain boundaries is low compared to that of
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F"tg. I. Schematic illustration of the transition region.
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grains. The grain boundaries therefore appear essentially as flaws in the material. The poly­
crystal obeys the relation

E (u)"-= f- (/>1)
Eo Uo

(2)

where f is called the stress enhancement factor. As the strain rate is increased. the resistance to
deformation of grain boundaries increases faster than that of the grain material, until finally the
grain boundaries become too strong to permit any appreciable sliding and transition is made
from (2) to (1). The S-shaped portion of the curve in Fig. 1 is the transition region. Direct
observations of the metallographically prepared surfaces of metals show increasing grain
boundary offsets with decreasing strain rates in the transition region[2. 3].

In this paper the grain structure will be modeled by a two-dimensional array of regular
hexagons in plane strain as shown in Fig. 2. We assume that the material inside the grains flows
in accordance with the power-law relation (l) appropriately generalized to multi-axial states of
stress. A Newtonian viscous relation will be assigned to the grain boundaries. The normal
component of the velocity vector must be continuous across the boundaries. whereas its
tangential component may suffer a jump proportional to the shearing traction on the boundary.
The elastic strains will be neglected altogether. The overall applied stress will be taken to be a
uniform tensile stress in the x-direction of Fig. 2. As a result of sliding the local stresses will be
nonuniform. This model wiU be used to calculate the stress enhancement factor and the
percentage of elongation rate due to grain boundary sliding and also to determine the shape and
the position of the transition region.

2. FORMULATION OF THE PROBLEM

Consider the trapezoidal region O/PQ in Fig. 2. henceforth referred to as the region A. If
the state of stress in region A is known. by symmetry it is also known everywhere in the entire
array. Therefore. provided one is able to derive the boundary conditions for region Aand solve
the resulting boundary value problem, then the local stresses and strain rates are everywhere
known.

The boundary conditions, which are derived by using symmetry arguments. must be
consistent with an overall applied stress in the x-direction. Let V(x. y) =U(x. y)i+ Vex, y)j
denote the velocity vector. Referring to Fig. 2. assume at the origin, point O. U = V = 0 and at
the point 0', U = u and V = v. The complete boundary conditions on 01, OQ, and IP are

{

U=O
V=o
V=v

T;ry = 0

T;ry =0
Tlty =0

on Of

on OQ
on IP.

(3)

-

~d--l

Fig. 2. Two-dimensional array of regular hexagons.
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On PQ in the normal direction one has (for details see [II, 12])

{
V.(x, y) ~ V.(a - x, b - y) = u.
O'.(x, y) - u.(a - x, b - y)

on PQ
(4a)
(4b)

where V. and u.(= v'3 u/2 + v/2) are the normal components of Uand u(= ul + vj); a and bare
the length and the width of rectangle O/o'J. Equation (4a) expresses the requirement of
continuity of normal velocity across the boundary. It is a relation between the normal
component of the velocity vector at points T: (x, y) and T': (a - x, b - y) on the boundary.
These two points are equidistant from M, where M: (a/2, b/2) is the midpoint of the segment
PQ in Fig. 2. Equation (4b) states that at points equidistant from M, the normal traction must be
the same.

The tangential boundary condition on PQ is

u, =..!l.[V,]
w

(5)

where w is the thickness of the grain boundary, ." the viscosity of the grain boundary material,
and [V,] is the jump in the tangential component of velocity given by

[V,] =u, - V,(a - x, b - y)- V,(x, y) (6)

with u, = - u/2 +v'3 v/2, the tangential component of u. The boundary conditions for region A
are now complete; they are shown in Fig. 3.

We now formulate the boundary value problem in a convenient non-dimensional form. The
governing equations are

Uall.1l =0 (a, ~ =1,2)

_ 2 (E. )0-"'.) Uo
Sail - -3 - - EnfJ

EO EO

(7a)

(7b)

(7c)

The first is the equilibrium equation. The second is the stress-strain rate relation obtained by
generalizing eqn (1) to multiaxial states of stress, where S is the stress deviation tensor and E. is
the effective strain rate which in plane strain is given by

12(22 1 2)
E. =Y3 Ex +Ey +r yxy • (8)

Introduce the notation

I (DE )""-.
'YO =EO "'Wuo

O

_ (!IDEo) 1/1-.
'To - Uo

WUo (9)

o.
:;)

..-

J V • v ; r. -0 p O'(u'ui+vil----------------, - - -
Un(I.Y)+Un (0'". b·y)·I' U+1'

I
I

O"n (',y) 'O"n(o", b·y)

O"I'~[U'] !
[UI ]•• i u+4.· UtI.,y)- U,(O-I. b·y)

I

O~v-'-O-:~-Iy-.-O--~Q-------JJ

Fig. 3. Boundary conditions.
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where we define the grain diameter D to be

D=~a~3V3
3 21r

(10)

i.e. the diameter of a circle whose area is the same as that of a hexagon. Then it can be shown
that with

• §I!
Eal3 = 1'0

. ~(f,,=
a.. To

the governing nondimensional equations become

• 0[( ) iJ(). x..]
(fal3.{J = .a = iJx

a
,Xa =D

(11)

(l2a)

(12b)

(12c)

and with the exception of the eqn (5), every boundary condition in Fig. 3 remains the same
provided a hat is placed over every quantity. Equation (5) becomes

a, ={U,]. (13)

In other words, the solutions of the boundary value problem for various values of the
parameters (7/, D, w, (fo and Eo) are "similar." Therefore, if the quantities are normalized as in
(11), the results will be valid universally for every material.

3. MACROSCOPIC RELATIONS

Although the microscopic boundary value problem is posed for region A, the macroscopic
stresses and strain rates must be calculated by considering the complete rectangle 010'J; see
Fig. 2. In the boundary conditions (3)-(6), U =ui +vj is the velocity of the point 0' relative to
O. We assign an arbitrary value to v; then u is known from the condition of incompressibility
of the 'material. This condition can be written as

(14)

where r is any closed contour in the xy-plane and n its unit outward normal. For the
rectangular region 010'J this equation gives

(15)

The overall strain rates are given by

(16)
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The overall stresses are calculated using

(17)

The maximum overall shearing stress, which acts on the plane that bisects the angle between
the x and the y axes, is

The maximum overall shearing strain is

__ UX-uy
l' - 2 . (18)

(19)

It is obvious that the plane strain configuration of hexagonal grains shown in Fig. 2, has a
sixth order axis of symmetry. When grains are linear, n =I, since a linearly elastic material
with a sixth order axis of symmetry is transversely isotropic[13l, the direction of the overall
applied stress is immaterial. For nonlinear grains the material is not necessarily transversely
isotropic and therefore the direction in which the overall stress is applied does matter. In
anisotropic materials, the principal directions of the stress and strain rate tensors, in general, do
not coincide. Nevertheless, from the boundary conditions (3)-(6) it follows that the principal
directions of the overall stress and strain rate tensors defined above are the same; the x, y, and
z-axes are themselves the principal directions for the class of deformations considered here.

The complete f - j relation can be written as

f =1. (!)"+1121l(j)lIl.
1'0 g 3 'Yo

(20)

With 1'0 and 'Yo defined by (9), eqn (20) is valid universally for every material. In the above
equation g, a function of j, is the stress enhancement factor. At very high strain rates, j-+oc,
very little sliding occurs, g - 1and (20) approaches the stress-strain rate relation for the grains,
Le. (12b). At very low strain rates, j-+O, g asymptotically approaches f, i.e. the stress
enhancement factor for free sliding. Although the overall response of the material is in general
anisotropic, the f - j relation is defined without ambiguity.

4. FINITE ELEMENT DISCRETIZATION

Nonlinearity and incompressibility of the material make the application of the finite element
method difliGult. In recent years several authors have discussed the problem of
incompressibility[6-8l. In the method used here, which is developed by Needleman and
Shih[6l, the incompressibility constraint is imposed on the admissible displacement field by
direct elimination of nodal' displacements, and the nonlinear stiffness equation is solved by
using the Newton-Raphson scheme. A brief description is given in Appendix A. Since boundary
conditions are very uncommon, Needleman and Shih's method must be modified substantially;
the complete details of these modifications are also given in Appendix A. The finite element
grids are shown in Fig. 4.

S. NUMERICAL RESULTS

Figure 5(a) shows the plot of 10g(f/1'o) vs log(j/'Yo) for n =2 and the coarse grid. In this
figure, since the transition region is relatively broad, the S-shape portion of the curve cannot be
seen clearly. Alternatively, it is better to plot the parameter ~, defined in Fig. I, vs log (j/ 'Yo).
Knowledge of f, ~ and n is completely sufficient for the determination of the log (f/1'o) ­
log (j/ 'Yo) relation. Figure 5(b) shows the plot of ~ vs log (1""0) for n = 2 and the coarse grid.
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Fig. 4. Finite clement grids. (a) coarse grid. (b) fine grid. (c) very fine grid.

This method of presenting the results is convenient also because the transition region for
various values of n can be plotted on the same figure. Figure 6 shows the plot of f3 for n = 2
and n =4 calculated using the fine grid. It can be seen that the width of the transition region
decreases with respect to an increase in n.

Consider the rectangular region OIO'J in Fig. 2. We define the fraction of elongation rate
due to grain boundary sliding as

UGB = - I ( [U] d
u 2bu JOJ ' Y

(21)

where - [U,]/2 is the jump in the tangential component of velocity along PQ resolved in the
x-direction. This definition is consistent with the experimental methods of grain boundary
sliding in polycrystals[lS, 16]. This formula also gives the fraction of strain rate due to grain
boundary sliding. In the finite element solution [U,] is known only at the nodes on the
boundary. The integral in (21) is calculated assuming [U,] to vary linearly between two
successive nodes. Figure 7 shows the percentage elongation rate due to sliding vs log (j/1'o) for
n=4.

Comparison with Hart's model
For simple shear, in our notation Hart's equations are [4]

i =1. {!}cn+ll/2n(i) I/n
10 g 3 1'0

(22)

g_ f
-1+([-I)z

(23)

( -)U-nllnzn+ ~ z-]
1'T

(24)
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rig. S. Transition region for n = 2 coarse grid.

where I and 'Yr are phenomenological constants. For given values of 'YT and I, at an overall
strain rate ii one can calculate z by using (24), then from (23) g is known. Therefore, in addition
to 'Yo and 1'0, specification of I and 'Yr completely define the behavior of the material. The
parameter z raqes from 0 to I; for z = 0, g = I and (22) is the equation for free sliding; for
z = 1, g = 1and (22) reduces to the equation for no slidiq. Hart's model, which is similar to the
spriq-dashpot models for viscoelastic materials, predicts neither the magnitude of I nor the
position of the transition; it merely reduces the problem to the determination of the parameters
I and 'Yr. We can compare Hart's results with ours only by assigniq to I and 'Yr values
predicted by our finite element program and seeiq whether the shape of the transition region is
the same for the two models.
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Figure 8 shows the transition region for n =2as predicted by the Hart model (the solid line)
and the finite element program (the circles). It can be seen that the agreement between the two
theories is satisfactory. The phenomenological parameter 'Yr was evaluated at the point M.

Free sliding
We now discuss the important limiting case of free sliding.t Dimensional analysis shows

that I, the stress enhancement factor for free sliding, is a function of n only. Figure 5 shows
plot of I vs lin. Curves labeled (I) and (2) were obtained by using the fine and the coarse grids
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Fig. 7. Percentage elongation rate due to grain boundary sliding vs Log (flYo).

tIt is more convenient to do these calculations by setting " • 0 rather than If ...O. Then, on the boundary PQ in Fig. 2
(1'/ .. 0 and the overall equation is

which is obtained from (2).
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shown respectively in Figs. 4(a) and 4(b). The point labeled (4) (for n =1) is calculated using the
very fine mesh shown in Fig. 4(c). It can be seen that the result converges very rapidly as the
mesh is refined. The very fine grid is not used for calculations in the nonlinear range.
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For the limiting case of rigid-perfectly plastic grains (n =ee), Chen and Argon[14} have
estimated f from slip line theory to be 1.3. This is the point labeled (5) in Fig. 9. Curve (I)
appears to approach this point as n increases (lIn ~O).

For values of n of 1.0,4.4 and 8.8, Crossman and Ashby [5] found that / was 1.1 ±0.01. The
straight line labeled (3) is a plot of their results. They did their calculations for simple shear
along the x-axis of Fig. 2. However, because of the overall transverse isotropy in the linear
range, their results must coincide with ours for n =1. This discrepancy may be explained as
follows. Firstly, since Crossman and Ashby have not at all mentioned the numerical difficulties
associated with material incompressibility, their steady state limiting results may be inaccurate.
Secondly, in Fig. 2 instead of applying the jump conditions of the type (5) along PQ, which
represents a grain boundary, Crossman and Ashby gave the grain boundary a finite thickness
(approximately Dl130) and modeled it by elements. (They used constant strain triangles in all of
their calculations.) This assumed thickness, which is much larger than the actual width of the
grain boundaries, was introduced only for ease of computation. But since elements in this
narrow boundary region must be connected to the elements in the interior at the nodes on the
interface, it follows that their aspect ratios must have been disproportionately larger than those
of the elements inside the grains. This procedure not only led to the inaccuracy of the
computations, it also forced them to restrict themselves to a relatively coarse finite element
mesh. Thirdly, for n =00 (l/n =0) and simple shear along the x-axis, f has been estimated by
Crossman and Ashby[7] to be 1.5. Apparently the straight line in Fig. 9does not approach 1.5 as
n increases.

For n =I the reciprocal of f gives G/G, i.e. the ratio of the relaxed to the unrelaxed shear
modulus. In [11,12] we calculated GIG as a function of Poisson's ratio p·for the hexagonal
grains in Fig. 2. It was shown that as P~ 1/2 (i.e. the material becomes nearly incompressible),
GIG approached 1// as computed here. This is a check on the accuracy of the results, since the
finite element program used to calculate GIG was entirely different from the one used to
compute I here.

The percentage of elongation rate due to grain boundary sliding was defined by (21). For
free sliding this is plotted in Fig. 10. For rigid-perfectly plastic grains, Brunner and Grant [I5]
estimated this percentage to be 33, which is represented as point (3) in Fig. 6.

Although at the triple point P in Fig. 2 the stresses and the strain rates are singular, the finite
element approximation, which gives only the average stress in an element, does not reveal the
character of this singularity; it yields stresses and strain rates that are finite in every element.
The maximum stress occurs in the element located at the corner P. Lau and Argon[17} have
examined the stress and strain rate singularity at the triple grain junction caused by grain
boundary sliding.

35
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Fig. 10. Percentage elongation rate due to grain boundary sliding vs lin.
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rig. 11. Discontinuity in the tangential velocity.

It is of interest to study the distribution of the jump in the tangential velocity along the
boundary PQ of Fig. 2. For the fine grid this is shown in Fig. 11. The solid lines labeled (1) and
(2) correspond to n =9 and n =I, respectively. In the linear case, n =I, using the very fine
grid, we found that the result was indistinguishable from curve 2. For an isolated straight crack
in a linearly elastic isotropic material, simple plane strain solutions indicate that the distribution
of. this jump along the crack is an ellipse (see, e.g. [15}). For comparison two ellipses
with the same major and minor axes as the computed curves are drawn in Fig. 11.

In plane strain, for a rigid-perfectly plastic material the slip lines are defined as the two
orthogonal families of curves whose directions at every point coincide with those of maximum
shear strain rate [18]. When there is no sliding the slip lines for region Aare shown in Fig. 12(a);
they are simply straight lines at 45 degrees to the coordinate axes. For free sliding, finding the
direction of maximum shear strain rate in every element and drawing two smooth orthogonal
families of curves along them, we obtain the plot shown in Fig. 11{b). Since on the boundaries
the shearing stress vanishes, these lines intersect every boundary, including PQ, at 45 degrees.
Figure II(b) is for n =9; as n increases, this orthogonal net approaches the slip-lines, which are
the characteristics of the hyperbolic system of equations that govern the limiting case of
rigid-perfectly plastic material. Figure 11{c) shows these slip-lines obtained by Brunner and
Orant[15].

tt-
101 Ibl leI

Fig. 12, Lines of maximum shear strain rate; (a) no sliding; (b) free sliding, n =9; (c) free sliding n = 00,
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APPENDIX A
Dtlails of tht jinite tltmtllt techniqut

In this appendix the Needleman-Shih finite element technique will be explained brielly. This explanation is sufficient to
understand the chanses that had to be made in order to apply their method to our probIcm.

As we shall discuss later in detail, the nonlinear stifness equation will be solved by usill& the Newton-Raphson method.
To isolate the dilllcuities, at first the method of incorporatill& the incompressibility constraints will be explained for a linear
material; then the necessary steps for passina to the general case of nonlinear material behavior will be indicated.
Therefore we now assume that the material is linear.

Because of the incompressibility, only a few element types and arranaements can be used. With arbitrary elements if
the mesh is refined. the number of constraints imposed by incompressibility may increase faster than the number of
degrees of freedom. F'I&\IfC 13(a) shows aquadrilatml element composed of four COlIstant strain triaIIaIes. Point Mis the
intersection of the diagonals AC and BD. This special arranaement has the property that if the illCOlDprcssibility constraint
is satisfied in three of the trialIales, the constraint in the fourth triancIc is automaticaJly satisfied. It can be shown that with
this element the number of degrees of freedom increases faster than the number of constraints as the mesh is refincd{81.

Therefore, there are only three constraints (of the form I. +I, • 0) per quadrilatcral element rather than four. Two of
these can be used to eliminate the two degrees of freedom at the centraJ node M in I'll- 13(a). The remainina constraint is
used to combine quadrilatcraJ elements to form a substructure as in 1'". 13(b). This particular substructure has 10
elements; consequently, 10 degrees of freedom on the central node can be eliminated. They are drawn by using dashed
lines.

Let {q.} denote the vector of nodal velocities for the substructure; to be concrete, the reference is made to the typical
substructure shown in 1'". 13(b). The equation of constraints is

(HHq.}=O (AI)

where (HI is a 10 (the number of constraints per substructure) by 36 (total number of degrees of freedom in the
substructure) matrix. Let {q.} be partitioned as

(Al)

wilcre {q.} is the vector of eliminated velocities and {q,} is the vector of remaining (free) velocities. Usilll (Al), we solve
for (q.) in terms of (q,) as

{q.} = {G]{liJ} (M)
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Fig. 13. (a) Quadrilateral element, (b) a substructure.

where [G] is a 10 by 26 (the number of free degrees of freedom in the substructure) matrix. However, it is important to
observe that, one is not free to arbitrarily eliminate any 10 degrees of freedom in the substructure; if {q.} is to be
eliminated the 10 x 10 coefficient matrix of these displacement rates in the constraints (AI) must be nonsingular. These
substructures are the basic building blocks of the finite element grid. A coarse mesh composed of two substructures is
shown in Fig. 4(a).

By assembling the Sx Sstiffness matrices of the quadrilaterals, one obtains the stiffness matrix of a substructure, [K,].
The principle of virtual work for the substructure is

(A4)

where {q,} and {Q,} are velocity and load vectors for the substructure and {c5q } is the vector of virtual velocities.
Partitioning this equation as in (A2), one obtains

{ c5q,}[K1 K,.]{q,}={c5q,}T{Q,}.
c5q. K., K.. q. c5q. Q.

(AS)

But from (A3)

{c5q.} = [G]{c5q,}. (A6)

Substitution of (A6) into (AS) gives

where
{c5q,IT[K;]{q,1 = {c5q,)TIQ;1

[K'] = [K,] +[K,.J(G] +[G]T[K,,] +[G]T[K..J(G]

IQ;} ={Q,} +[G]TIQ.}.

(A7)

(AS)

(A9)

Equations (AS) and (A9) give the modified stilfness'matrix and load vector for the substructure after the elimination
process. By assembling these, one obtains the master load vector IQ} and stiffness matrix [K] which is symmetric and
positive definite. The equilibrium equation for the assemblqe is

[K){q} ={Q} (AIO)

where {q} is the overall vector of free velocities.
The boundary conditions on 01 and IP of rig. 3 can be implemented easily by the usual methods. For example, for

nodes on IP to apply "0' • 0 we simply make the tanaential component of the load vector on these nodes equal to zero. To
implement V. II for degree of freedom i say. q, =II, we first modify the load vector accordina to

(Att)

Then the ith row and the ith column of the stiffness matrix are made zero and the diaaonat element, Kli• is made unity,
accordilll to standard procedures.

The implementation of the boundary conditions on OQ and PQ pose special difficulties. For definiteness we explain
these by referrilll to the pid shown in rig. 4(a). From the form of boundary conditions (see rig. 3) it follows that nodes on
PQ must be amuaecl in pairs of points equidistant from M. With the exception of nodes at P and Q. the degrees of
freedom at other nodes on PQ must be referred to the normal and the tanaentiat directions. Introduce the notation
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{

F.(i), F,(i) force in the x and y directions on node i
F.(i), F,(i) force in the normal and tangential directions on node i
U(i), V(i) displacements in the x and y directions on node i (A12l
U.(i). U,(i) displacements in the normal and the tangential direction on node i
ql:: U(I), qz:: VO), ql:: U.(2), q4:: U,(2) ..
Q. '" p.m, Q2:: F,m. QJ:: F.(2), Q4:: F,(2) .

On PQ, from Figs. 3 and 4(a), the boundary conditions are

and

F.(I):: F;.(6)

F.(2) :: F.(S)

F,,(3):: F.(4)

F;(2) :: F,(S)

F,(3) :: F,(4),

(AI3)

(A14)

In obtaining the last two equations in (A13) we made use of the following result. Assuming that the shearing traction tT,

varies linearly between two successive nodes i and j on the boundary. the contribution to the tanaential nodal forces due to
the traction on the segment ij is 19]

JF,(I)'I('~"+1ll
1F;{J)"I(~+~) (AIS)

where O',(i) and v,{J) are the values of 0', at nodes i and j and I is the leoath of the seament ij.
Another difficulty in applying the boundary COIlditiofts arises on OQin Fla. 3. SiDce boundary nodal depees of freedom

have been eliminated from the grid, the Needleman-Shih medlod is not~ to arbitmyboundary eonditions[6].ln
F". 4(a), the vertical depees of freedom at the nodes 7 and 19 have been eliminated. Althouah. one can easily assign
V(1) '" V(13) '" V(2S)" 0, obviously V(1)" V(19)" 0 cannot be prescribed. Therefore, it is necessary to extend the
Needleman-Shih method to cover arbitrary velocity and traetioD boundary coIIditions.

Formula (1.9) shows that the nodal forces at the eliminateddepees of freedom have been distributed on the nodal
forces at the·dqrces of froedom that IlavII not been NimiMted. Therefore, a1tJ1ou1b arbitrary velocity bouridary conditions
cannot be applied, it is possible to prescribe arbitrary aurfllCe trICdou. We maIle .. of this fact to satisfy the velocity
boundary conditions on OQ of FJl.4(a). The IllIthod is in essenee as follows: two forca will be applied in the ,-direction
at the nodes 7 and 19 and adjusted 50 as to make the vertical veloeities at these nodes vanish.

The boundary conditions for the velocities in F.... 4(a) are SlICh that tile illCOlllPRssibitity eqn (14) is satisfied. in other
words, there is no charJSe in the area of rqion Aafter deformation. Therefore, ifa vertical force is applied at the node 7 so
as to make V(1) vanish, V(19) must vanish automatically. i.e. without havinl to apply a vertical force at tile node 19 and
vice versa. The two cases are, however. identical to within an overall hydrostatic state of stress. For tile fine grid,
consisting4f five substructures shown in Fig. 4(b), it is necessary to apply four vertical forces at any four of the five nodes
M" M2• M1• M4 and M, to make the vertical velocities at these nodes zero; the vertical velocity at the fifth node must
vanish automatically. In our calculations forces were applied at nodes M" Ml' M1, and M4 for tile fine grid and at the node
7 for the coarse grid. At the remaining node the vertical velocity came out zero as a result of computation.
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Using the coarse grid shown in rig. 4(a). we now explain the numerical application of the boundary conditions on OQ
and PQ. Consistent with (AI3) introduce the notation

Further, let

AI = F.(1) = F.(6)

A2" F.(2) = F.(S)

A, = F.(3) = F.(4)

AA = F,(2) = F,(S)

A, =F,(3) =F,(4).

11-1 = F,(7).

(AI6)

(AI7)

In the final overall equilibrium equation. only the free velocities appear. Denote the vector of these velocities by {q}. Then
one has

(AIS)

where N is the total number of free velocities. For the fine mesh, shown in Fig. 4(b), there are four II- 's rather than one,
and the matrix [bit) is N x4.

To calculate qlo in (AIS) we set AI =II-j '" 0 (i = I. S) and solve the resulting system (AIO). The inlluence cdcients Qilt

and hilr can be calculated likewise by setting one of the AI (i = I. S) and 11-1 equal to unity and the rest equal to zero and
solving the system (AIO). This procedure involves repeated solution of eqn (AIO) for various load vectors {Q}. This can be
done by first using Choleski's method to decompose the stiffness matrix as [K) = [U]T[U), where [U] is an upper
triangular matrix. Then, each time {Q} is changed. it is only necessary to carry out the back and forward substitutions by
using the same matrix {U]. The computer time required to decompose the still'ness matrix is by far more than that spent on
back and forward substitutions. Therefore. this process increases the computation time only slightly.

Having found Dljo hlj, and qlo; eqns (AIS) are substituted into (AI3) to obtain five equations for AI (i = I, S). To find an
equation for 11-" we consider the substructure containing the node 7 in Fig. 4(a). The eliminated velocities in this substructure
are given in terms of the free velocities by an equation similar to (A3). In particular V(7j is given by

where gil (i = I, N) are certain known coefficients. Since V(7)" 0, the above equation gives

(AI9)

Substituting (AIS) into (AI9), one obtains the equation for 11-,. The complete system consisting of six equations for the six
unknowns AI (i .. I, 5)and 11- .. is very well conditioned. After solving this system. by (A18) the free velocitiesare known. and by
equations ofthe type (A3) for each substructure, the eliminated velocitiesare calculated. Foreach triangularelement. the strain
rates are found by using Ihe usual matrix relating the veclorofnodal velocities 10 lhe strain rates in the element(I0]. Thisstrain
rale tensor is deviatoric. The stress deviation tensor is calculated using the power law relation (7b). The hydrostatic stress,
althoUgh not difficult 10 caJculate[6]. will not be computed since it will not be used afterwards.

In order to concentrate only on the problem of incompressibility. so far it has been assumed that the material is linear.
Now the necessary steps for passing 10 the general case of nonlinear material behavior will be discussed. According to
Newton-Rapbson's method. tbe jtb incremenl in the velocities, {4qj}. for a triangle is given by{6, 10).

(A20)

where {Q} is the applied load vector for the triangle. {~} is the stress deviation in the element calculated using tbe current
velocities, and A is the area of the triangle. The matrix {~] relates dEjj to dS/j according to (7b) and at the currenl
velocities.

Equation (A20) indicates that eacb iteration can be regarded as a linear problem. We assume that tbe initial estimate in
the Newton process satisfies the complete boundary conditions for region A. This is always possible since parameter
tracking{6] is used; i.e. the solution for the linear case. n = I, is employed as initial estimate for n .. 2, and " =2 solution is
employed as initial estimate for n .. 3and so on. Thus we have an initial estimate not only for the velocities but also for AI
(i =1. 5) and 11-,. For each iteration. the increments in the velocities satisfY the incompressibility constraints and the
homogeneous boundary conditions obtained by replacing all constant terms (such as II and v) in the boundary conditions.
shown in F'JI. 3. by zeroes. The solution for each iteration yields the increments in the velocities and the increments in the
forces AI and 11-, which are then added to the current values to update these variables. The process converaes rapidly after
a few iterations. Application of the special boundary conditions by the above method does not increase the number of
iterations necessary for convergence; it increases the computer lime per iteration only by a relatively insignificant amount.
Once &pin the reader is reminded that although for definiteness most of the discussions in this appendix were referred to
the coarse mesh in rig. 4(a). they hold for any mesb; only the number of variables is larger for a finer grid. In our
computations. we used the mesh shown in Fig. 4(b). The complete nonlinear boundary value problem is now solved.

In (A20) replacing [D.) by another matrix {D.] wbicb relates Ell to Sil according to tbe power law relationship (7b) and at
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the current velocities. (A20) becomes the equation for a linear iterative process. Auseful discussion of this process and Its
relation to the Newton-Raphson scheme is given in the Appendix of {I9j. Some conditions for the converaence of the
Newton's method are given by the Kantorovich theorem(20}. Since the linear iterative process convcraes under less
stri",ent conditions than the Newton process, with the same initial estimate it is possible that the latter process diverae
while the former converae. On the other hand. the rate of convergence is of second order for the Newton's method and
only of first order for linear iterations. The most eflicient scheme (adopted here) is to perform the first few iterations
linearly until the result is sullic:iently close to the actual solution and then revert to the Newton-Rallbson scheme.

It can be shown that the above method of imposing the boundary conditions and Needleman and Shih's method of
incorporating the incompressibility constraints are equivalent to the Lagrange multiplier technique. In the former case, the
Lagrange multipliers are the forces Aj and p; defined for the coarse mesh by the equations (A 16) and (A 17) and the
constraints are the boundary conditions (All). In the latter case. the Laaranee multipliers are the hydrostatic stresses and
the constraints are the equations expressing the condition Ex +E, .. 0 in each element. Since the physical interpretation of
the Lagrange multipliers (as nodal forces or as hydrostatic stresses) are known beforehand. we preferred the above direct
exposition to one given in terms of Lagrange multipliers.


